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Motivation: Architecture Limitations

Ø (a) Learns discriminative features but fails to model the underlying data distribution.
Ø (b) Treats generation as a detached processing module, which may not be optimized for the end task.
Ø (c) Ours: A collaborative discriminative–generative framework, jointly and end-to-end optimized for gait

recognition.
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(b) Generative-assisted methods

From isolated modules to end-to-end collaboration.



Method: CoD2
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? How to move beyond passive discrimination in gait recognition?

Ø Discriminative Path: Extract identity representations from gait sequences.

Ø Generative Path: Model the underlying gait distribution via diffusion-based recovery.

Ø Collaborative Learning: Enable generation to actively refine discriminative inference.



High-level Control Module
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Why High-level Control?
Ø Coarse condition fusion (e.g., element-

wise addition)
Ø Lacks fine-grained control
Ø Degrades identity consistency

!𝑿!! = !𝑿! ⋅ cos 𝒇" + 𝝀 ⋅ !𝑿! ⋅ sin 𝒇"

Ø Identity-aware generation guidance
Ø Spatially adaptive semantic control
Ø Smooth and stable diffusion modulation

What Does It Enable?

High-level identity semantics are injected as phase modulation, enabling
fine-grained and stable identity control in diffusion-based gait generation.

𝒇" = 2𝜋 ⋅ Norm Conv !𝑿! ⋅ S − Fc 𝒇#



Experiments
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Performance comparisons on CCPG.

Performance comparisons on SUSTech1K.

Performance comparisons on GREW and Gait3D.



Visualization
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(a) Reference sequence (b) Generate sequence GT (c) Model predicts sequence

The model learns to not only copy gait data, but to amplify its most
identifiable features for recognition.



Ablation Study
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(a) SUSTech1K
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(b) CCPG
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(c) GREW
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(d) Gait3D
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Ablation study of Multi-level Conditional Control 
strategy.

The ablation study of High-level Control Module.

The ablation study of the learnable vector λ.
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